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Abstract— This paper investigates the problem of making QoS guaran- T - ], a

tees available in access devices such as edge routers, that are commonly / - 2
deployed in today’s IP networks. In the paper, we propose a specific design Campuslocal /'--- N Sl
which we evaluate by carrying out a complete implementation, whose per-
formance we then measure in the context of an experimental testbed. Our \.
results indicate that a reasonable level of service differentiation, i.e., rate Edge

Device

and delay guarantees, can be provided with a minimal impact on the raw
packet forwarding performance of edge devices.
L This work was done while with the IBM T.J. Watson Research Center.
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I. INTRODUCTION

Quality-of-Service (QoS) is one of the next challenges that
the Internet faces, and there are numerous standard activities
and new technologies that are being developed to help QoS be-
come a reality. Most of the work so far has focused on develop-
ing mechanisms and algorithms that scale to the ever increasing
speed of the Internet backbone, while enabling a wide range of
QoS guarantees. These efforts have been successful at remo@o& enhancements can be introduced incrementally on the large
most of the technical hurdles to making the Internet backboirestalled base of edge devices.

QoS capable. However, introducing the capabilities required toThe goal of this paper is, therefore, to investigate issues re-
support QoS in the Internet infrastructure represents only hédted to the role of edge devices in enabling service differenti-
the problem. Another key component is to enable users and apion over the Internet, and in particular the feasibility of up-
plications to access these new capabilities. That this is in itsghading existing systems. Our focus is on mechanisms that can
a difficult task is by now well understood, and has often bedye easily introduced to support QoS in the relatively low-end
quoted as one of the main reasons for the relatively slow dedge devices that are deployed today. In particular, while per-
ployment of QoS. formance requirements mandate the use of dedicated hardware

In particular, many users and applications lack the ability, 0 support QoS in backbone devices, this is typically not feasi-
understanding, or both, to determine the exact level of QoS thiele for edge devices. Instead, QoS support in those devices is
need and should require from the network. Even assuming tbften software based, not only because of the low cost point of
ubiquity of a signalling protocol such as RSVP [1], which isuch devices, but also because of the need for flexibility and up-
by now becoming available as part of most operating systenggadeability. Indeed, given the evolving nature of the standards,
it is unlikely that many applications will be capable of leverage.g., Diff-Serv, such characteristics are desirable if not manda-
ing this new capability, at least not initially. Instead, approprtory. An importantissue in the context of a software based solu-
ately mapping user traffic onto available network QoS servicéien is that the greater path length associated with the additional
is likely to be the responsibility of edge devices, which will bénstructions required by QoS, can affect the raw device through-
configured according to various administrative, policy, and usput.
specific criteria. In addition, even as users and applications bein the paper, we report on an investigation of a software im-
come more QoS aware and capable of specifying individual nelementation for QoS support in a typical edge device. To prop-
quirements, it is likely that for scalability purposes individuaérly assess the cost and capabilities of such a software based so-
requests will be aggregated before being forwarded into the liation, the implementation is carried out on a fully operational
ternet backbone. This indeed is the model underlying the recaticess router platform. The modifications to the router code are
Diff-Serv standardization effort in the IETF [2], [3], [4], and ex-made with flexibility in mind so that as the standards progress,
plicitly outlined in [5], [6]. Edge devices are again the naturahe implementation can be evolved to accommodate different
place for such a function as illustrated in Figure 1, that describe®dels for QoS guarantees. A major emphasis of the imple-
a likely scenario for deployment of QoS over IP networks. Asientation is to minimize the number of additional instructions
a result, we expect edge devices to represent a key componenuired by QoS extensions, so as to introduce the smallest pos-
in the deployment of QoS capabilities in IP networks. But thegible performance penalty. In order to assess the magnitude of
also have the potential for becoming a major obstacle, unldbg overhead due to QoS support, we compare the raw through-

Fig. 1. Scenario for QoS Deployment Over IP Networks.



ory, packets are processed and this processing includes both for-
@ warding and classification decisions. The processes of interest
e sy | —~ in t.he conte.xt.of this paper are t'hose a}ss.ocigted with classifi-
Storage Unit cation as this is where service differentiation is enforced. The
‘éﬁxlsz gﬁ?ffres ‘3«3 ‘Sf; central processor is also responsible for queueing packets for
4 transmission on the output devices.
D}\ Systom Bus The data path followed by a packet is, therefore, as follows:
A \ NN An incoming packet is first received in a buffer in the device
e EE EZ ' E“ associated with the link on which the packet is arriving. Fully
Cards | | I E 1 E received packets are then DMAed into system memory, where
[J [J [J JJ [J [J [J JJUnk memory space has been allocated for each input device. It should
fnterfaces be noted that for a number of implementation specific reasons

that have mostly to do with minimizing the overhead associated
with buffer manipulations, packet buffers all have the same size.
As a result, memory consumption is sensitive to the number of
put of our router platform with and without QoS extensions, anglackets rather than to packet sizes, i.e., many small packets use
as a result verify that the approach chosen avoids any significambire memory than a few large ones. This is an important de-
penalty. In addition, we also establish that basic performansign constraint when it comes to providing service guarantees
guarantees, e.g., rate guarantees, are met even in the presenas ibfaffects how we need to perform memory allocation. In par-
badly misbehaving users. ticular, consumption of CPU cycles and memory needs to be
The results provide some insight and initial evidence of theccounted for in packets/sec, while bytes/sec is the relevant unit
feasibility of delivering relatively comprehensive QoS guararwhen it comes to controlling bandwidth usage.
tees in simple edge devices, with minimal impact on their raw Once in system memory, the packet is ready to be processed.
performance. This should help accelerate the deploymentTie processing performed on a packet consists first of an IP
QoS capabilities in IP networks as it implies that they can eute lookup, that returns the next hop on which the packet
made available incrementally, i.e., via a software upgrade, needs to be forwarded as well as information needed to con-
users of such networks, and with minimal impact on their basstruct the appropriate link header for the outgoing packet. In
performance. There are clearly many possible enhancemeadslition to identifying the appropriate next hop for the packet,
to the implementation we describe, and in the paper we poihie processing also includes classification of the packet in order
several of them out. Unfortunately, we expect some of these da-determine the level of service to which it is entitled. Classifi-
hancements to come at a cost, i.e., a degradation in throughgatjon is in itself a potentially complex function that deserves an
but, as yet, we have not been able to assess their magnitude extensive discussion. Itis, however, beyond the scope of this pa-
The rest of this paper is structured as follows: In Section Her whose focus is primarily on the mechanisms used to enforce
we outline the overall structure of the system on which our inservice differentiation. As a result, we only briefly review the is-
plementation is built, and identify its basic characteristics. Sesde of packet classification, and outline the general mechanisms
tion Il describes the different services supported in our implewvailable in our router platform to support it.
mentation as well as the components responsible for ensurindgPacket classification requires matching a number of attributes
them. It also highlights our design goals. In Section IV, wef the incoming packet, against values whose combination is as-
briefly review our test setup and the methodology we use to adeciated with rules that determine how to handle the packet. The
tain our performance estimate. Section V reports on the resuttamplexity of this matching operation depends on the number
of our tests and measurements and discusses their implicatiaisattributes to be matched. For example, classification based

Fig. 2. System Architecture Overview.

Finally, Section VI summarizes our findings. on only the DS byte [4] is straightforward, and one of the mo-
tivations behind the Diff-Serv effort. However, edge devices
Il. SYSTEM STRUCTURE OVERVIEW are usually required to identify the level of service to which a

In this section, we briefly describe the overall structure of theacket is entitled on the basis of more extensive attributes such
router platform on which our implementation is based, and al§§ source and destination addresses as well as port numbers, pro-
point to some of the constraints it introduces. Some of the&col type, ingress and egress interfaces, and even possibly addi-
constraints are specific to the platform, but several of them d@nal attributes such as time of day. Once this information has
generic and likely to be present in many edge devices. been retrieved, it can be used to select the proper DS byte value

Our edge device has an architecture often seen in access roi@fetfde packet, which can then be used to classify the packet by
and relatively common among first generation routers. It cogubsequentrouters.
sists of a central processing unit responsible for all packet for-It is possible to devise algorithms capable of efficiently per-
warding and classification functions, to which a number of linforming the full lookups required in edge devices, e.g., see [7],
adapters are connected. An overview of the system structurd8b but they usually require dedicated support (processor or
shown in Figure 2. Incoming packets are temporarily stored fSIC) and are unlikely to be feasible in the kind of low end edge
buffers on the link adapters, before being transferred across ffices we consider. As a result, the approach we rely on for
system bus into the main system memory. Once in system me@ssification in our router follows the traditional cache-based



Fast Path Cache

consider is based on the Assured Forwarding (AF) PHB [11], for
which we provide rate guarantees but with looser delay bounds.
The main feature of this service is that the rate guarantee cor-
responds to a floor guarantee, and a stream is allowed to send
\5 T e at a higher rate and access idle resources to the extent they are

pktin

available.

In our implementation, both services are supported with the
e same set of basic mechanisms, but are kept isolated from each
other. As mentioned earlier, our main goal is to enable ser-
vice differentiation with the minimal possible impact on raw
forwarding performance. As a result, complex per packet pro-
cessing operations should be avoided, and this limits our ability
to use sophisticated scheduling algorithms. This is not so much
because of the complexity of the scheduling algorithm itself, al-
though this certainly needs to be considered, but mostly because
solution used to improve forwarding performance in many firgf the cost of the sorting operation required each time a packet
generation routers. In other words, the data path is split betweaesnransmitted. This constraint combined with the need to pro-
a fast path and a slow path. For every packet sent on the sloide tighter delay guarantees as part of the EF PHB, led us to a
path, a full lookup is performed into a complete rule databaselution where we rely on only two queues. EF and AF packets
and used to create an entry specific to this packet {flimthe are assigned to separate queues, and the two queues are served
fast path cache. Entries in the fast path are accessed based amsarg a simple variation of self-clocked fair queueing (SCFQ)
exact match on packet attributes, so that the lookup can sublde?]. Because we only have two queues, there is no sorting cost
guently be performed (for packets from the same flow) usingassociated with identifying the next packet to transmit as this
simple hash function. can be achieved through a simple comparison of the transmis-

There are many design aspects related to ensuring the effen times associated with each queue.
ciency of such an approach, but for the purpose of this paper itThe remaining cost of scheduling is also minimal as the com-
suffices to know that whether obtained from the fast path cachetations performed to update the scheduler are of low com-
or the complete rule database searched in the slow path, infolexity. Specifically, the operation of the scheduler arbitrating
mation is retrieved that identifies the appropriate service levgétween the two queues is as follows. Each queue is assigned a
of each packet. This information is in the form of a strei@h scheduling weight or rate, which is based on the fraction of link
that is passed as a handle to the QoS component responsiblé#ordwidth allocated to the service mapped onto it, &gy
enforcing service differentiation. The overall structure of thand R4, s for the EF and AF (and Best Effort) queues, re-
system is shown in Figure 3, and in the rest of this paper vgpectively. The scheduler maintains a system virtual tifiag,
concentrate on the operation and performance of the QoS coms-well as service tagigr andT4r/pr for each queue, and
ponent. schedules for transmission a packet from the queue with the

smallest service tag. The service tag of a queue is updated each
I1l. QOS COMPONENT AND SERVICE CHARACTERISTICS  {ime a packet moves to the head of the queue, i.e., after transmis-

The main design criterion behind our QoS components is &pon of the previous packet or when a packet arrives to an empty
minimize any increase in the path length of the main forwardirfgleue, and it is set to the system virtual time plus the transmis-
loop, while at the same time allowing basic service guarante&n time of the new packet at the rate allocated to the queue.
The service guarantees we target in our implementation are rdf@r instance when a packet of sizg is transmitted from the
tively primitive, and inspired from the base service models cuEF queue, we haV€gr = T's + Li/Rgr. The system virtual
rently being defined in the IETF Differentiated Service groupme T’s is also updated to the service tag of the queue being
[2]. These service guarantees are along the two main dimé&erved each time a new packet transmission starts. The system
sions of delay and rate guarantees. virtual time is reset t@ each time both queues are empty. How-

Specifically, we first consider a service that aims at emulatigyer, in order to avoid overflow of the system virtual time in
a virtual leased line. Its characteristics are of bounded incofihe case of a heavily loaded system, we also update it when the
ing traffic that needs to be guaranteed a given rate as well st significant bit of the smallest service tad isSpecifically,
small latency. This is essentially a service that can be built ughenever this condition is verified, we then set the most signif-
ing the expedited forwarding (EF) per-hop-behavior (PHB) dtant bit of both service tags and of the system virtual time. to
[9], which is akin to the ATM CBR service [10] and shares withThis avoids wrap-around problems when a heavy load prevents
it strict performance guarantees together with an inflexible séhe system from emptying and, therefore, resetting the virtual
vice definition, i.e., no excess traffic. A second service which wgystem time.

The use of a separate queue for EF packets, ensures that they
!In this paper, we use the notation flow to denote the set of packets associated witefa relatively small delays. This is because EF streams are rate

specific combination of attributes used to create a cache entry. limited. and the EF queue is quaranteed a service rate higher
2A stream is the unit of resource allocation, and there can be many flows associated wm ! q 9 9

a given stream and having, therefore, the same stidam than the aggregate rate of all incoming streams; queue build-ups

Fig. 3. System Structure
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space, it will then get a corresponding fraction of the transmis-
sion opportunities, and hence of the link bandwidth (see [13] for
a rigorous justification of this argument).

Based on the above allocation, the decision to admit or reject
stream_AF2 Link . . .
stream AF3 packet; from streamk is a function of the packet length;,
suream. AR the current buffer occupanay,, and the buffer allocatiof;,.

If b + L; < By, then the packet is admitted, enqueued for
transmission in the corresponding queue (packet transmissions
are FIFO within both the EF and AF/BE queues), and the buffer
occupancyy, is incremented by.;. If on the other hand,, +
|; > By, streant is already using more than its share of buffers.
Steam AP Therefore, accepting the new packet should only be done if it
does not affect other streams sharing its queue. This check is
based on two criteria. First and foremost, accepting the packet
should not impact the rate guarantees of other streams. Second,
are then unlikely to occur under such conditions. As mentionestcess resources should be distributed “fairly” across competing
before, this is a well understood approach to controlling delagtreams.
e.g., ATM CBR, and one which has been extensively studied inTo realize these two goals, the buffer pool of each queue is
the context of providing real-time service on packet networkigically partitioned into allocated buffers and shared buffers.
In this paper, our goal is to verify that it can provide delay difAllocated buffers are the sum of the buffers allocated to all
ferentiation adequate for delay sensitive applications such asstifeams in the queue, while shared buffers represent the remain-
telephony, even in the context of a low-end edge device.  der obtained by subtracting this amount from the total buffer
The second queue is shared by AF packets, network contpalol of the queue. Excess packets can only be accommodated
traffic, and, as indicated above, traditional best effort trafficn shared buffers. Furthermore, to ensure fairness in the us-
This queue is denoted the AF/BE queue in the rest of this page of shared buffers, we use the “holes” method of [13] which
per. Rate guarantees are provided within that queue using théased on [14]. With this approach, an excess packet is ac-
buffer management method of [13], where a stream is allocategpted only if the resulting number of shared buffers occupied
an amount of buffer proportional to the fraction of link bandby its stream does not exceed the current number of remain-
width it is entitled to. The main benefits of this method is thahg free shared buffers. For example, assume two streams,
rate guarantees can be provided to individual streams withaid s,, which have been allocated 20% and 50% of the link
incurring the complexity of a scheduler. Rate guarantees dsandwidth, and therefore have buffer allocation®Bgf= 0.2B
provided simply by controlling which packets to accept in thand B, = 0.5B, whereB is the total buffer size. The size of
buffer, which is a check which we need to perform in any éasghe shared buffers pool is thé@mB B, of which each stream can
and has minimal overhead. The same approach is also usedse at most.155. Furthermore, if both streams are each using
the EF queue to protect against potential misbehaving streams,B of shared buffers, i.eh; = 0.3B andb, = 0.5B, nei-
and we proceed next to describe in more detail the operationthér of them can then grab an additional shared buffer, although
the buffer management mechanism. 0.1B shared buffers remain available. There is, therefore, some
inefficiency in the use of shared buffers, but it rapidly dimin-
ishes as the number of streams grows, and is the price paid for
Each egress interface is configured with (logically as it is onbpis simple enforcement of fairness.
for accounting purposes) a maximum number of system buffersOnce an excess packet is accepted, the buffer occupancy of
that can be queued on it. This buffer pool is then divided intiss stream is incremented and the shared buffer count is decre-
two separate sub-pools; one for the EF queue and one for thented. Buffer counts are also updated at packet transmission
AF/BE queue. We denote their sizeslhsr andB 4y pr. Rate times, together with the shared buffer count whenever the stream
guarantees are provided to individual streams within each qudaevhich the departed packet belonged had a buffer occupancy
by allocating a specific amount of buffer to each stream. Fabove its allocation. The latter ensures that buffers are prefer-
example, the amount of buffé®;, allocated to stream in the entially released to the shared buffer pool. The overall structure
AF queue to guarantee it a minimum ratergfis: of the QoS component is shown in Figure 4, which also shows
that in the current implementation the BE traffic is only allowed
'k (1) to access shared buffers. This is the configuration we assume
Rar/BE in our experiments, but it could easily be modified to provide a

L . L .minimum rate guarantee to BE packets.
The main intuition behind the above allocation is that transmis- g . P . .
For the sake of clarity, the above discussion glossed over a

sion opportunities and, therefor-e, rate guarantees are in ProRe mber of details related to the exact update of buffer counts as
tion to the buffer space occupied by a flow. In other words, ; . .
. . . . . Wwell as the impact of discrepancies between byte counts and
if a flow consistently occupies a certain fraction of the buffer .

packet/buffer counts. In particular, rate guarantees based on

3 As illustrated in [13], scheduling without buffer management has little or no effect. buffer allocation reQUire that buffer accounting be based on the

Shared
Buffers stream_EF3
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stream_EF4
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Fig. 4. QoS Support for Rate and Delay Guarantees.

A. Rate Guarantees Through Buffer Management
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number of bytes that a stream currently has waiting for trans—

mission. This is because bytes are the units of relevance whenit  _ |1 [rey |,

comes to consumption of link bandwidth. On the other hand, as 2210

was mentioned earlier, implementation limitations in our system ~ ***** e

impose a fixed buffer size independent of packet size. This in- ,

troduces some additional problems when it comes to accounting o L2 [m 1 B 2| wekney |1 B 2
for the amount of buffer allocated and used by a stream. 2210 170234 | 2210 190232

140.23.4

Specifically, an allocation and accounting which assumes that %2
each buffer corresponds to its byte equivalent in terms of avail- . 3
able storage space, can be overly optimistic. In particular, it 4 | Himalayas |
allows rate-wise conformant streams to grab an excessive num- - —
ber of packet buffers, if they only transmit small packets. This ~ **°
will in turn deplete the buffer pool, so that packet buffers are
unavailable to other conformant streams. Alternatively, assum-
ing a worst case scenario where each buffer is only used to store
a minimal size packet, is overly pessimistic. It would result in

rejecting requests for rate guarantees because of what would be

(incorrectly) perceived as insufficient buffer space. There is figy these platforms are not only because of the availability of
ideal solution to this problem, as it requires identifying an agheir forwarding code, but more important because they are rep-
propriate trade-off between the distribution of packet sizes apgkentative of many edge devices currently in use in IP networks,
the corresponding consumption of packet buffers. i.e., they have a structure similar to that of Figure 2. As one of
In ourimplementation, we address this issue throughthe spggr goals is to demonstrate that such edge devices can be eas-
ification of a configurable parameter (BUFSTZE), that defines jly upgraded to support QoS capabilities, it is important that we
the size, byte-wise, that we assign for accounting purposei8lidate our claims in a realistic setting.
a packet buffer. This parameter is used to translate the packefesting of service guarantees is carried out using a number
buffer pool allocated to each queue, into a corresponding by§eFreeBSD end-systems, which we use as traffic souess,
count on which the buffer computations for rate guarantees, i.gky, andLand) and sinks Deser t ). Traffic is generated by
equation (1) is based. In addition, BUFHZE determines the running MGEN ver. 3.0 [16] on our end_systems1 with differ-
minimum packet size for accounting purposes, i.e., packets sngaffefonfiguration parameters so as to exercise a range of load
than BUFESIZE are counted as being of size BUBFZE. This  and traffic patterns. In our test cases, we use the PERIODIC
is similar to the approach used in the Integrated-Service moggld POISSON settings of MGEN to generate streams of pack-
[15], which allows the specification of a “minimum policed unit'ets, where packet arrivals are either periodic or follow a Pois-
to account for possible per-packet overhead. son distribution (see [16] for details). Periodic arrivals provide
For example, this means that if the AS/BE queue is allocatgd:cleaner” estimate of our ability to give rate guarantees, i.e.,
50 paCket bufferS, it is considered as ha.Ving a buffer Capacity Mey provide a more stable Comparison basis’ and may be rep-
50 x BUFF_SIZE. As aresult, if strearh asks for a rate guaran- resentative of some real-time streams. On the other hand, the
teer;, of 20% of the bandwidth allocated to the AF/BE queueyaffic patterns generated using the POISSON setting of MGEN
its buffer allocation |SBk = 10 x BUFFE.SIZE. Given that the may be somewhat more representative of real traffic.
packets of strearh are counted as being of size BURSIZE or  \easurements to test our QoS guarantees are performed on
larger, streant is limited to an allocation of at mos0 packet the PPP E1 link betweektKi nl ey andAl ps, i.e., we test
buffers. This means that strealnis guaranteed its transmis-the ability of our QoS enhanced forwarding code to enforce ser-
sion rater. only if sends packets of size BUEFIZE or more, yjce differentiation on interfac&90. 23. 2. 1 onMeKi nl ey.
and could get a lower throughput if it transmits many packeige describe below the series of test cases we use, which all
of size less than BUFESIZE. In Section V, we eXperiment with re|y on generating a combination of BE, AF, and EF streams
the sensitivity of this scheme to the value of BUBFZE. from our three traffic sources, and having them converge on
MeKi nl ey’s egress interfac&90. 23. 2. 1. The end system
Desert serves as a common traffic sink for all streams, and is
In this section, we briefly describe the setup we use to test auged to obtain various performance estimates, e.g., throughput
implementation of the service differentiation capabilities outnd end-to-end delay, for the different streams. In particular,
lined in the previous section. Our test setup is shown in Figelay estimates are obtained after synchronizing the clocks on
ure 5, and consists of a number of routefsify McKi nl ey, the four end-systems using NTP ver. 3 [17]. The end-system
Rocky, Hi mal ayas, andAl ps) interconnected by means ofDesert runs an NTP server to which the clocks of the other
E1l (= 2 Mbits/sec) links running the PPP protocol. The routerhree end-systems are synchronized. Note that in order to ob-
we use are IBM 2210Ti m McKi nl ey, andAl ps) and 2216 tain reasonable delay estimatés5(msec), it is necessary to
(Rocky andHi mal ayas) models as indicated on the figure Jeave the system in operation for extended periods of time (over
which are running a modified version of their forwarding cod@4 hours) to properly calibrate the drifts between the different
that incorporates our QoS extensions. The main reasons for ciecks.

181.37.2

Fig. 5. Experimental Testbed.

IV. TESTBEDSETUP AND EXPERIMENTS



ooy " Egress I v Egress EF queue to provi(je improved .delay p.erformance is not tested.
sk S04 3 B T S = sozmas |EL Instead, the focus is on assessing the influence on both through-
 mnn TS L o e\ ":”k: put and service guarantees, of the parameter BSHEE for
sea | spmas O —] e = s wiaon ] . streams with different packet sizes. This is accomplished by
opoezs) LT — crame g varying the value of BUFESIZE and observing its impact on
L 2L01A8 (9] — 1oReIAsE) = " the throughput of both AS and BE streams with different packet
OB T inley OB T ekintey sizes. As indicated in the figure, we use streams with three dif-
@ ® ferent packet sizes1000 bytes (L), 500 bytes (M), and200
Fig. 6. Test Cases. bytes (S). The next test uses again the scenario and streams of
Figure 6(a), but this time varies the size of the packet buffer pool
oninterfacel90. 23. 2. 1. This value is a configurable param-
A. Test Cases eter, i.e., a specific portion of the system memory can be allo-
The test cases we run aim at assessing how well our impféted to any given interface, and as pointed out in [13] may af-
mentation meets the design goals stated earlier, i.e., fect the ability to deliver rate guarantees through buffer manage-
« Minimize overhead associated with QoS guarantees, ment. The test is performed assuming a value of BLEFEE=
« Ensure basic rate guarantees and service isolation, and 500 bytes, which was found to be a reasonable choice in the
« Provide some level of delay differentiation. previous experiment. These last two tests also provide useful

In addition, we also measure sensitivity to several other systdfiormation on how successful the simple buffer management

parameters such as the total number of packet buffers availap€chanism is at ensuring rate guarantees and redistributing ex-
and the value chosen for the parameter BUFIEE discussed C€Ss resources across different streams. The discussions of Sec-

in Section III. tion V highlight these issues, and describe the behavior of the
Our first test is intended to evaluate the relative overhead #¥stem when both PERIODIC and POISSON settings are used

troduced by our QoS extensions. This is accomplished by Y MGEN to generate various traffic patterns.
serting profiling statements that measure the time spent in vari-The last test is intended to verify that using a separate queue
ous processing modules along the data path. The time starffsthe EF traffic is an adequate mechanism for providing EF
are of sub-microsecond granularity and are taken by readifigws with improved delay guarantees. In order to assess if this
a real-time clock which is an integral part of the router CPUS indeed the case, we modify the scenario of Figure 6(a) and
Specifically, we load the instrumented forwarding code on otitove two of the AS flows to the EF queue. We then measure
test routerMeKi nl ey, and measure the time taken for a comany improvementin delay that they see. This new configuration
plete forwarding operation through both the fast and slow patifsillustrated in Figure 6(b). Note that in agreement with the
(see Figure 3). We also measure the execution time of the spatlier assumption regarding EF flows, the two AF flows (A2
cific instructions corresponding to the QoS decisions and ched@@d A5) moved to the EF queue are conformant, i.e., the traffic
we have added. Using these measurements, we can evaluatdtfi generate conforms to the rate they have reserved.
relative overhead introduced by QoS support, when compared
to basic best-effort forwarding. Results of those measurements
are reported in the next section. This section reports on the measurement results for the test
The next series of tests is meant to evaluate the ability @®ses described in the previous section, and discusses their im-
the implementation to enforce service differentiation. For thogdications and the conclusions one can draw from them.
tests, traffic patterns and loads are chosen so that the routerisnot = .
processor limited, but instead bandwidth on the E1 link betweéh Relative Overhead
McKi nl ey andAl ps is the scarce resource. Figure 6 shows As mentioned earlier, the first goal of our tests was to as-
the test scenarios we have used for that purpose. Packet stresass the relative overhead incurred by introducing QoS support.
are generated from our traffic sources, and arrive on the threeis involved measuring the path length of both the standard for-
ingress interfaces &t Ki nl ey before heading to the commonwarding path and the QoS enhancements we introduced. When-
egress interfac&92. 23. 2. 1. In all tests, the letter B is usedever there was a cache hit (see Figure 3) the average processing
for BE streams, A for AF streams, and E for EF streams. Asime in the forwarding path was 154ec/packet, of which the
sociated with each stream are two numbers: The first gives 1QeS extensions that we added amounted to a total gfs28/
rate guarantee, if any, for the stream, while the second numbeacket. Thus the QoS extensions took around 15% of the to-
in brackets, specifies the actual amount of traffic that the flal fast path processing. The slow path on the other hand took
generates. The numbers are given in percentage of the egeessind 419usec/packet and so the QoS extensions were only
link bandwidth. The scenarios shown in Figures 6(a) and 6(lgbout 5% of the slow path operations. These numbers were
include a mixture of streams with and without reservations, amthtained by averaging measurements over multiple traffic pat-
whose performance will be measured under different conditiorterns and loads, to exercise all possible combinations of QoS
Streams differ in terms of their packet sizes, the traffic they geimstructions. Variations across scenarios were minimal, so that
erate, and their reservation, if any. the above numbers should be representative of the actual per
In the first case of Figure 6(a), all the streams with reservpacket cost increase. Note that the number obtained for the ba-
tions are of type AF, so that the ability of the scheduler and tlsic forwarding code, translates into a maximum throughput of

V. EXPERIMENTAL RESULTS
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Fig. 7. Sensitivity of Throughput and Rate Guarantees to BSEFE.

around 6500 packets/sec through the edge router. This is a srabxhibit little sensitivity to changes in the value of BUSIZE
number, but representative of the type of low-end device we gigee Figure 7(a)). This is because both are conformant and re-
considering. It is important to keep this in mind, in particular irmain so independent of the value of BUSFZE, since their
the context of the comparisons of the next sections. packets are never counted as being larger than they really are.
The main conclusion from the above path length compariséior flows with large packets, the main disadvantage of small val-
is that the impact of the slightly greater path length of the Qa%s of BUFESIZE, is that the total shared buffer space appears
code is very minor. This is not unexpected as significant efforsgnaller than it really is, and as a result smaller bursts and/or
were spent in both the design and the implementation, to keemounts of excess traffic can be accommodated. Flows Al and
the overhead of QoS as small as possible. Furthermore, thereABdeing conformant are not really affected by this. On the other
many other components besides the forwarding code, that ctiand, the best effort flow B1 sees a substantial improvement as
tribute to limiting the raw throughput through a box. In particuBUFF_SIZE increases. This increase is caused by the corre-
lar, the device driver code that is responsible for pushing packsonding increase in shared buffers, which are the only buffers
out on the links, is often a major fraction of the total path lengthhat flow B1 can access.
As a result, while the added path length due to the QoS codeFigure 7(b) reports similar results for streams with medium
may translate into a small absolute increase in packet procesize packets. However, the conclusions are somewhat different
ing time, the relative magnitude of this increase will most likeljrom those for streams with large packet sizes. In particular,
be even less noticeable. This was actually verified throughage now observe greater sensitivity of the AF flows to the value
number of throughput comparisons, which revealed only minof BUFF_SIZE. In particular, we observe variations in through-
differences of the order of a few percent between the best-efforit after BUFESIZE becomes larger than the packet size of the

and the QoS enabled forwarding codes. streams, i.e., when it exceedl¥) bytes. We observe this behav-
ior for streams A3 and A4, which experience a slight decrease in
B. Srength of QoS Support throughput after BUFESIZE increases beyorid0 bytes. This

The previous section indicated that the cost of QoS suppdf,because their packets are now being counted as being larger
as implemented in the test router, was relatively small. The ndkgn what they are, and this limits their ability to access shared
guestion is to determine how good QoS support actually s, i.euffers. Note that because both streams generate substantial
how effective it is at enforcing service differentiation. As disa@mounts of excess traffic, they do rely on shared buffers and ac-
cussed before, answering this question is the purpose of the de@lly achieve throughputs well in excess of their reservations,

nario shown in Figure 6(a). which arel00kbps and00kbps, respectively. Both streams also
experience an increase in throughput when BLBTEE first in-
B.1 Sensitivity of QoS Support to BUEEIZE creases from200 to 400 bytes. This is because such an increase

The first test is targeted at estimating the sensitivity of Qotﬁanslates Into a 'afg‘?r shared buffer pool, which allows more of
support to the value of BUESIZE, used to translate packett eflowg excess trafﬁcto get through.-The best effort stream B3
buffers into equivalent number of bytes. Because packets sma s a similar trend in throughput variations, but somewhat less
than BUFESIZE are assumed to be of size BUSIZE. we ex- pronounced because it can only access the shared buffers.

pect that the value used for this parameter will affect differentl, F|?ally, F|ggtrr]e 7(C)”S hOV\{(S :he Al\mpact of v?ré/mg BP:J }?ZE i
flows with different packet sizes. In order to test this, we runt gr streams with Small packets. As IS expected, such streams ge

scenario of Figure 6(a) for values of BUEFIZE of 200, 400, rapidly penalized as BUESIZE increases since all their pack-

500, 600, 800, and1000 bytes, and the results are reported irﬁ:’ttS are C(t)#ntted as befmg mutch larger than they aref. Asa [esul(;,
Figure 7 for each type of streams, i.e., streams with largeq streams thal are conformant now appear non-conformant, an

bytes), mediumi00 bytes), and smalR00 bytes) packets. mustltrely on shar;:-dt buffers fortm;rl;y ?:] thflrtpt?]cl:efts. Th!s
AF streams Al and A5, which have large packets, are fouR§N'Y 1S somewnhat compensated Dy the fact that increasing
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BUFF_SIZE correspondingly increases the amount of sharedssful at ensuring fair access to the unreserved link bandwidth.
buffers. However, as can be seen from Figure 7(c), this is n®pecifically, the total level of reservations from flows Al to A6
sufficient to offset the accounting penalty that small packets iis-900kbps, which implies that there is 1,100 kbps of unreserved
cur. This penalty is more severe the higher the initial reservBandwidth. There aré streams that generate excess traffic,
tion, as the stream needs to gain access to a correspondimglynely streams A3 and A4 as well as the best effort streams B1,
larger number of shared buffers in order to maintain its througB2, and B3. As a result, we would expect each of them to get
put. This is why stream A2, which has a reservation of onlgbout220 kbps of the unreserved bandwidth. From Figure 8(a),
100kbps, sees a smaller degradation than stream A6 which heassee that flow B1 does indeed get a little &2 kbps. Sim-
a reservation twice as large. ilarly, Figure 8(b) shows that flow A3 gets close 380 kbps

The main conclusion from this section, is that the setting d¢for large number of packet buffers) instead of its reservation of
BUFF_SIZE needs to be taken into consideration when maknly 100 kbps, and flow A4 gets nearl$00 kbps while it only
ing reservations. Relatively large values, e.g., M@ bytes reserved00 kbps. Similarly, flow B3 ends up getting close to
appear preferable overall, and are also desirable in order to 220 kbps (again for large buffers). The situation is a little bit
commodate a reasonable number of reservations. However, giifferent for flows with small packets because of the impact of
ficient shared buffers should be kept aside in order to ensure tBaFF_SIZE, which is set t&300 bytes. This means that the

streams with small packets are not overly penalized. buffer accounting for those flows is as if they were transmit-
ting at2.5 times their actual rate (recall that they 289 bytes
B.2 Sensitivity of QoS Support to Total Buffer Size packets). If we account for this overhead, we then see from

The other system parameter that is likely to affect perfol':-igure 8(C) that the approximatelf0 kbps that flow B2 gets,

mance is the the total number of packet buffers available on tualtly corrfspo?(ggoali)t?mo kbps. Again, this is reasonably
interface. To assess its impact, we conduct a set experime %sve 0 ourtsrgef psl. de that the buff locati d
similar to those of the previous section. The results are given i ¢ can, therelore, conclude that the butier allocation an

Figure 8, where the total number of packet buffers available?garing mechanism is successful at providing rate guarantees

varied from50 to 150 packet buffers. The results are again plot2> well as ensuring fair access to excess bandw@ th. However,
aised on the measurement results of Figure 8, it appears that

ted separately for streams with large, medium, and small pack=", )
ets. A value of BUFESIZE equal ta500 bytes was assumed for aving a reasonably large number of packet buffers is useful
when it comes to enforcing fairness. In particular, the results

all the measurements. ¢ Fi 3 sh 0 s for st ith I
Overall, we see that while there is minimal sensitivity to th@' "1gure © Show small iImprovements for streams with sma

total amount of buffers, and that variations are relatively corf’fl-nd medium packet sizes as the total number of packet buffers

tained with only small differences for streams with differenf ¢'¢ases. This is beca_use more pa(_:ket buffers transllates .mto
packet sizes. Streams with small and medium size packets Jqipre shared buffers, Wh.'Ch streqms with small and med|um size
see slightly larger variations than those with large packet siz@é‘,Ckets can more read!ly benefit from. However, it should be
but they are hardly noticeable. Note that all reserved streams g;ed that an Increase in thg total buffer space dog S not corre-
sentially have throughputs at or above their reservations. E pnd to an equal increase in shared.buffe'rs. This is because
stream A6 which is penalized by its small packets (efah reserved buffers neeql to be allocatecpinportion to the total
bytes packetis counted as being of size BUSIZE= 500 bytes) buffer space. Increasing the total buffer count, therefore, scales

. . : Il buffer reservations accordingly, so that only a small portion
and relatively large reservatio2d0Okbps), gets close to its reser-2 - :
vation (the throughput numbers of Figure 8(c) are only based 8{}:]8 aﬁdtlrglon?]l buLfet:sf}s actually_added to thtﬁ STared buffers. d
payload, and do not account for the IP/UDP headers). although the shared buller Space increases, the larger reserve

Another aspect that Figure 8 illustrates, is that the scherR'éﬁers combined with the (holes) accounting method used to

we use to control access to shared buffers is reasonably Sﬁ%r_mtrol access to shared buffers, actually improves the odds of
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Fig. 9. Throughput and Rate Guarantees for POISSON Arrivals With Varying Total Buffer Space.

reserved streams to access shared buffers. As a result, best eftogams in each configuration. A value of BUBRZE= 500
streams actually see a slight decrease in throughput, especibiiies was used together with a totallof) packet buffers. The
for small and medium packet sizes. This decrease matchesitgults are reported in Table I, which shows that the use of the
corresponding increase that reserved streams see. EF queue succeeds at significantly reducing the delays (by a fac-
Increasing buffer space can in general be beneficial, and doe of more tharB). Interestingly, stream A2 which had a worse
dimension where we would expect to see some benefits of dtelay than stream A5 in the AF/BE queue, has a better delay
creasing the total buffer count, is in terms of handling someghen the two flows are moved to the EF queue. This is because
amount of burstiness in the streams. In order to estimate tobisthe smaller packet size of stream A2. In the AF/BE queue,
sensitivity, we repeat the previous tests using the POISSON dgéts benefit is not significant as it is multiplexed with many other
ting of MGEN instead of the PERIODIC one. In other wordsstreams. However, the difference in packet sizes becomes appar-
we use the same packet arrival rates, but the inter-arrival timarst in the EF queue that only flows A2 and A5 use.
are now exponentially distributed instead of being constant. The

value of BUFESIZE is maintained a00 bytes for these exper- Flow | Delay in AF queue Delay in EF queud
iments as well. The results of the experiment are shown in Fig- D 180 msec 44 msec

ure 9, and confirm that for flows with small and medium sized A 169 msec 29 msec
packets, there is some benefit to increasing the total buffer size.

For flows with large packets, there does not seem to be any sig- TABLE

nificant improvement in throughput. This is attributable to the DELAY COMPARISONBETWEENAF AND EF QUEUES.

fact that the larger packet size also implies larger bursts, and
there is still not enough shared buffer left to accommodate these

larger bursts. It should be noted that the numbers reported in the table are
The main conclusion from the above series of tests is th@} end-to-end delays between the source and destination end
some reasonable amount of shared buffers needs to be availaitems. As a result, they include additional contributors than
in order to provide rate guarantees to bursty flows. This is ng{e routetKi nl ey, that we use to provide service differen-
unexpected and is a phenomenon that has been documenteghiibn. Overall, while the delays we see for EF streams are not
numerous traffic management studies. The buffer managemegiall, we believe that they are reasonable given the relatively

schemes on which we rely can be easily extended to also @y speed of the link we used (2Mbps), and they should be ade-
count for burstiness (see [13] for details), and we plan on addigg@ate for real-time applications.

this capability in the next release. However, such an extension

comes at the price of reserving substantially larger amounts of VI. SUMMARY
buffer, and we want to first experiment further with the use of
shared buffers as the base mechanism for handling burstin
Additionally, larger buffers potentially result in larger delay:
which can be quite significant for low-speed links.

In this paper, we have describedightweight software im-
&mentation for offering some basic service differentiation ca-
abilities in the context of simple edge devices. Our goal was

to investigate the ability of such a platform to offer support for

service differentiation and QoS guarantees with minimal impact
on its forwarding performance.

Our last experiment is aimed at verifying our ability to pro- We carried this investigation on a real router platform, where
vide better delay to EF streams. For that purpose, we take twored developed and tested a set of enhancements aimed at provid-
the conformant streams of Figure 6(a), streams A2 and A5, aimgj rate guarantees and delay differentiation. These two types
move them to the EF queue as shown in Figure 6(b) (now flow$ service guarantees were chosen based on the general direc-
E1 and E2). We then compare the delays experienced by the tiiam of the service proposals currently being discussed in the

C. Delay Guarantees



IETF Diff-Serv Working Group. The measurements performed in a shared memory ATM switch,” iProceedings of INFOCOM, San
on our implementation showed that support for basic QoS guar- Francisco, CA, April 1996, pp. 679-687.

. . . . . - 15] S. Shenker and J. Wroclawski, “General characterization parameters for
antees can be achieved in edge devices with minimal 'mpaCt[orJ integrated service network elements,” Request For Comments (Proposed

overall performance. In addition, we showed that the buffer standard) RFC 2215, Internet Engineering Task Force, September 1997.
management approach of [13] was indeed capable of providé] B. Adamson, “The Naval Research Laboratory (NRL) "multi-generator”

: IR ; (MGEN) toolset, ver. 3.0,” Code is available fronfit p: / / mani nac.
ing reasonably accurate rate guarantees and fair distribution of . td.nrl . navy. ml/Publ MGEN di st,1998.

excess resources. We also verified that a simple design bagepp. L. Mmills, “Network Time Protocol (version 3): Specification, imple-
on two queues and a rudimentary SCFQ scheduler, can provide mentation, and analysis,” Request For Comments (Draft Standard) RFC
adequate delay differentiation to meet the requirements of most 130 Internet Engineering Task Force, March 1992.

real-time applications. There are clearly many aspects and be-

haviors of our implementation that require further investigation.

However, we believe that these initial results provide strong ev-

idences that support for QoS guarantees can be incrementally

deployed on most existing edge devices, and with a minimal

impact on performance. We hope that such evidences can foster

the rapid deployment of QoS capabilities in the Internet.
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